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Abstract. In formal verification, reachability analysis can be guided by temporal logic properties, for instance
to achieve the counter-example-guided abstraction refinement (CEGAR) objectives. A way to perform this
analysis is to translate a temporal logic formula expressed on maximal rewriting words into a “rewrite
proposition” — a propositional formula whose atoms are language comparisons — and then to generate positive
approximation procedures based on (approximations of) the rewrite proposition.

This paper provides a theoretical framework for both sub-problems on a fragment of LTL useful for safety
properties, thus laying the foundation for a complete, automatic model-checking chain based on this method.
For the first sub-problem, a set of translation rules yields the rewrite proposition; for the second, a set of
procedure generation rules produces all possible theorems of the form “given some assumptions about the input
system, this procedure decides (resp. positively approximates) whether the system satisfies the property”.
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1. Introduction & Context

Term rewriting and rewriting logic have been intensively and successfully used for solving equational problems
in automated deduction, for programming language definitions, for model transformations and generation of
efficient interpreters as well as for specification and verification in software engineering. In this last context,
system states are modelled by languages, while rewrite rules stand for actions of the system; for instance
procedure or method calls. This technique has been successfully used to prove the security of cryptographic
protocols [1] and Java Bytecode programs [2]. When proving security or safety, reachability analysis over
sets of terms can be guided by temporal logic properties, for instance in [3, 4].

In particular, [4], which the present paper (©) aims to develop and complete, outlined a novel method for

(@) Partially supported by ANR 2010 BLAN 0202 02 FREC

(%) Partially supported by the French DGA (Direction Générale de I’Armement); this work was done while in FEMTO-ST.
Correspondence and offprint requests to: Héam, Hugot, Kouchnarenko

(¢)  This paper is an extended version of [5], and a slightly condensed version of the relevant parts of the thesis [6].



2 Héam, Hugot, Kouchnarenko

checking that the rules of a term-rewriting system (TRS, or rewrite system) are activated in accordance with a
temporal property. Specifically, three Linear Temporal Logic (LTL) formulae (9 were translated into equivalent
rewrite propositions, which in turn were converted into algorithms that yield yes or maybe, which we call
positive approximation procedures — the general problem is undecidable. For instance, given an initial language
I1, a rewrite system R and two subsets X,Y C R, the LTL property (J(X = Y) — one of the three dealt with
in [4] — signifies that whenever an accessible term is rewritten by some rewrite rule in X, the resulting term can
be rewritten by some rule in Y, and not by any other rule. More concretely, if R models a cash machine, and
X = {ask_PIN} and Y = { authy, auths, cancel }, then this property can be read as “whenever the user enters
his or her PIN, then something happens immediately after, and that can only be either the authentication of
the user (through either method 1 or 2) or the cancellation of the transaction —this excludes other possible but
undesirable actions, such as sending the PIN over the network.” Note that ask_PIN etcetera are, in this context,
rewrite rules on trees representing the states of the machine. That property was shown to be satisfied if and only
if the following rewrite proposition holds: [R \ Y] (X (R*(I))) = @ A X (R*(I1)) C Y~ 1(T), where R*(Il) is
the transitive and reflexive forward closure of Il by R, and 7 is the set of all trees. The point of translating satis-
faction in terms of rewrite propositions is that they present a more tractable intermediary form which can itself
be translated into automata-based decision or positive approximation procedures. Indeed, if the initial language
II is regular, then the literature is rife with constructive results concerning questions such as preservation of
regularity under forward closure, that is to say, “under which conditions on the rewrite system R is R*(II) still
regular?”. A recent and complete survey of such results can be found in [8, Sec. 2.1.1]. When preserving regular-
ity is not an option, one may fall back on more expressive classes of tree automata (TA) such as Tree Automata
with Global Equality constraints (TAT) [9]. As an example of both aspects, [4, Prop. 5] states that a language
given by R~1(T) can in all generality be represented by a TA=; furthermore, if R is left-linear, then the language
is regular. Such results can be supplemented by regular approximation techniques; if A is a TA, such a procedure
Approx(A, R) yields another TA B such that £(B) D R*(L(.A)), where L£(A) is the language accepted by A [10,
11]. Current methods yield approximations that are tight enough to be quite useful. Put together, those tools
provide a framework for building decision and positive approximation procedures from rewrite propositions. For
instance, the proposition given above was shown to be positively approximated by the conjunction of the proce-
dures IsEmpty(OneStep(R \ Y, Approx(A,R)), X) and Subset(OneStep(X, Approx(A, R)),Backward(Y")), where
L(A) =TI and under the additional constraint that ¥ must be left-linear. Note that, syntax notwithstanding,
this is almost a straightforward reformulation of the original rewrite proposition.

To summarise the above, our approach to model-checking temporal properties of sequences of rewrite
rules, as illustrated in [4], consists of two phases: (1) translation of a temporal logic formula expressed on
maximal rewriting words into a rewrite proposition, which is independent of the specific properties of the
system, and (2) translation of the rewrite proposition into positive approximation procedures, instantiating
languages by means of automata, and introducing sound approximations where needed. In order for this
approach to become useful for program verification, both steps must be generalised to arbitrary temporal
properties — within an appropriate fragment of LTL — and automated. In the present paper, we develop
automated methods for each phase on a fragment sufficient to express useful properties, and point out both
limitations of the method and possible optimisations whenever relevant.

(Note to reviewers: )

This paper extends the previous IJCAR paper [5] in the following ways:

o A single translation rule (X;) — which is where most of the information stored during the translation
is actually used — replaces and extends the previous method (which involved several, more complicated,
less general rules). e.g. Sec. 3.1p,5).

© Sec. Spag), showing how to instantiate approximated algorithms from rewrite propositions, is new.

o Sec. 624), presenting full derivations and discussing applicability, is new.

o Full proofs are given for most propositions — though, for want of space, some of them redirect to the thesis [6].
o There are far more examples, explanations, and intuitions interspersed throughout the text.

None of this material has been published in a workshop, conference, or journal, though a more discursive

(d) .. chosen for their relevance to model-checking [7].
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version of it exists in the relevant parts of the Ph.D. thesis [6], which is that of the second author (alphabetical
order), the other authors being the thesis advisors.
C D

Related work. In recent years, new results in rewriting logic have deeply extended the spectrum of its
applications [12, 13, 14, 15], especially in relation with temporal logic for rewriting [16, 17]. Unlike [17], where
LTL model checking is performed over finite structures, our approach handles temporal formulse over infinite
state systems. In this sense, it is close to [12]. However, in spite of its simplicity for practical applications,
it does not permit — in its current state, at least — to consider equational theories. Our viewpoint differs
slightly from other regular model-checking approaches such as Regular LTL [3] in that the temporal property
relates to sequences of actions as opposed to sequences of states. It is however very similar to the method
presented in [18], when reducing the equational theory to the identity. This work inserts itself within tree
regular model-checking (TRMC), where it complements reachability analysis performed given a TRS model
of transitions, as in [1, 2, 19, 20]. This adds to the already rich ecosystem surrounding TRS as a central
formal model amenable to both execution and verification though model-checking, abstract interpretation,
static analysis, interactive proofs etcetera [21, 10, 22, 23, 24].

Organisation of the paper. Section 2 presents the notions and notations in use throughout this paper, in-
cluding the choice of temporal semantics and precise statements of the problems at hand. Section 3,5 provides
a brief intuitive introduction to our proposal for (1), and develops the notion of signatures used in its resolution.
Section 4,3) relies on signatures to provide a set of translation rules that addresses (1). Section 5p20) focuses
on (2), which is addressed by means of procedure generation rules generating all possible positive approxima-
tion theorems. Section 624 shows full derivations of both steps on toy formulee, and examines whether and how
well the developed methods apply to common temporal properties and existing TRS models in various domains.

2. Preliminaries & Problem Statement

The extended naturals are denoted by N = NU{+o0}. For any k € N, we let Nj = [k, +00) NN and N £ N, U
{+00}. We write [n, m], where n,m € N, the integer interval [n, m]NN, with the convention that [n, +oc] = N,,.
The powerset of S is written (S). Substitution is written f[v/X], meaning “v replaces X in the expression f”.

2.1. Rewrite Words & Maximal Rewrite Words

A comprehensive survey on term rewriting can be found in [25]. Let A be a ranked alphabet, 7 (A) (or simply
T) the set of all terms on A, R a finite rewrite system, and II C 7 any set of terms. A finite or infinite word
on R is an element of

w2 ([Ln] = R) .

neN

The length #w € N of a word w is defined as Card (domw). Note that the empty function — of graph
@ X R =@ —is a word, which we call the empty word, denoted by A. Let w € W be a word of domain [1, n],
for n € N, and let m € Ny; then the m-suffiz of w is the word denoted by w™, such that

[L,n—m+1] — R
k — wk+m-—1) "

w™ &

Note that w! = w, for any word w. The intuitive meaning attached to a word w is a sequence of rewrite
rules of Rrepresenting a “run” of the TRS R. Such a notion only makes sense with respect to initial terms
to be rewritten. Thus we now define the mazimal rewrite words of R, originating in 11:

Jug Gul:{k:)zlul,...,u#wGT:VkGdomw, }

qnpi{weW‘ Up—1 —= up A #w eEN=R({ugy}) =92

Note the potential presence of the empty word in that set. Informally, a word w is in (II) if and only if the
rewrite rules w(1),...,w(n),... can be activated in succession, starting from a term ug € II, and the word
w is “maximal” in the sense that it cannot be extended. Thus (II) captures the behaviours (or runs) of R,
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(w,i) E X iff i€ domw and w(i) € X

(’LU,Z) ): e lff (w’?) |7£ ¥ )
() = (pAY) i (i) = and (w,1) ¥
(w,z:)|:om<p iff i+ m € domw and (w.,i—&—m)):go
(w,i) | o™ iff z+m¢domwor(w,z+m)|:go
wikove i Gedomw > in{ GOT G G,
(w,i) T (.9 f L

(w,z.)|:—|X ff i¢ domw or w(i) ¢ X

(w,i) |= (o V1) i (w,) = or (w,i) |= 1
(w,9) = (=) iff (w,d) Fp=(wi) ¢
(w,z.)|:<><p iff Elj.edomw .].>Z./\(UJ )Iz(p
(w,i) =EQe iff Vjedomw, j=2i= (w,j)Eg¢

ForanyweW,ie N, meNand X € p(R).

Fig. 1: LTL Semantics on Maximal Rewrite Words

starting from II; this notion is equivalent the full paths of the rewrite graph described in [4], and corresponds
to the usual maximal trace semantics [26], with a focus on transitions instead of states.

2.2. Defining Temporal Semantics on Rewrite Words

Choice of LTL & Syntax. Let us define precisely the kind of temporal formulse under consideration, and
their semantics. We shall use a slight variant of LTL with generalised weak and strong next operators; the
reasons for this choice will be discussed when the semantics are examined. A formula ¢ € LTL is generated
by the following grammar:

p:=X|-plenp|eTp|oTp|pUyp X € p(R)
TlLleVele=¢|0e|O¢ meN.

Note that the operators which appear on the first line are functionally complete; the remaining operators
are defined syntactically as: T2 RV -R, L £ T, oVth £ ~(=mp A1), p = = =9V, O =TUpand
O¢ £ =0

Choice of Semantics. In the literature, the semantics of LTL are defined and well-understood for w-words;
however the words of (II) may be finite — even empty — or infinite, which corresponds to the fact that,
depending on its input, a rewrite system may either not terminate, terminate after some rewrite operations,
or terminate immediately. Therefore we need semantics capable of accommodating both w-words and finite
words, including the edge-case of the empty word. Figure 1j,4) presents our choice of semantics for this paper,
which is essentially Finite-LTL [F-LTL, 7] with generalised next operators and the added twist that words
may be infinite or empty. Note that ¢! and o! correspond exactly to the classical strong and weak next
operators, and that for m > 1, @™ (resp. o™) can trivially be obtained by repeating e! (resp. o!) m times.
So the only non-trivial difference here is the existence of % and o°; this will prove quite convenient when
we deal with the translation of [J, using the following lemma.

Lemma 1 (Weak-Next & Always). Let ¢ € LTL, w € W, k € N and i € Ny; it holds that (1) (w,i) = Ogp
iff (w,1) | Ao o™ and (2) (w,i) O iff (w,i) = Ay Zy(e™@) Aok Ogp.

Short Proof. (1) (w,i) = A _o0™p <= Apo(w,i) |: oMy = Vjedomw, j=i= (w,j)Ee =
(w,) | O (2) () E Ao = (w,0) £ ASTh (0™9) A AZy (076) (w,i + k) |- D =
(w, i) £ Ao (0™9) A oF D O
Before moving on, let us stress that the choice of LTL must be considered as data for the purposes of this paper.

TRS & LTL. Let ¢ be an LTL formula. It is said that a word w satisfies/is a model of ¢ (denoted by
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w = o) iff (w,1) | ¢. Alternatively, we have (w, i) |= ¢ iff w’ = p. We say that the rewrite system R, with
initial language II, satisfies/is a model of ¢ (denoted by R,II = ) iff Vw € (), w = ¢.

2.3. Rewrite Propositions & Problem Statement

A rewrite proposition on R, from Il is a formula of propositional logic whose atoms are language or rewrite
systems comparisons. More specifically, a rewrite proposition 7 is generated by the following grammar:

TiI=9|vAy|vVy yi=L=2|LC¥L X e p(R) .
=TT [ X0 [ X7H0) | X*(0)
Since the comparisons v have obvious truth values, the interpretation of rewrite propositions is trivial; thus
7 is automatically confused with its truth value in the remainder of this paper.

Problem Statements. The overarching goal is a systematic method to positively approximate whether
R,II |= ¢, given a rewrite system R, a temporal formula ¢ in LTL, and an initial language IT C 7. This
goal is broken down into two distinct sub-problems:

(1) Finding an algorithmic method for building, from ¢, a rewrite proposition 7 such that R, II |= ¢ if and only
if m holds. We call such a method, as well as its result, an exact translation of ¢, and say that 7 translates ¢.

(2) Finding an algorithm for generating, from 7, a positive approximation procedure ¢, that answers positively
only if 7 holds, or a full decision procedure, whenever possible.

By solving both sub-problems, one has § = 7 and 7 <= R,II = ¢, and therefore § — R,II E ¢,
which achieves the overall goal.

One notices that the full equivalence is not needed in 7 < R,II |= ¢; if 7 is only a sufficient (resp. necessary)
condition, then it is an under-approximated (resp. over-approzimated) translation. Of course, only under-
approximated translations hold any practical interest for our purposes. Regarding the first problem, this
paper concerns itself only with exact translations.

3. Technical Groundwork: Antecedent Signatures

The first problem is tackled by two complementary tools: signatures, developed in this section, and translation
rules in Sec. 4(,13) relying on signatures.

3.1. Overview & Intuitions

The Base Cases. Counterintuitively, ¢ = =X is actually a simpler case than ¢ = X as far as the translation
is concerned, so it will be considered first.

CASE 1: NEGATIVE LITERAL. Suppose R,II = - X. Recalling the semantics in Fig. 1j,4), this means that
no term of II can be rewritten by a rule in X. They may or may not be rewritable by rules not in X, though.
Consider now

m=XI)=g; (1)
it is easy to become convinced that this is an exact translation.

CASE 2: POSITIVE LITERAL. Let ¢ = X. Writing m = [R \ X|(II) = & translates the fact that only rules
of X can rewrite II, but there is nothing in 5 to enforce that. Looking at the semantics, all possible words of
(TT) must have at least one move (i.e. 1 € domw). It means that all terms of IT are rewritable: IT C R~1(7).
More specifically, since we already impose that they are not rewritable by R \ X, they are rewritable by X,
i.e. I1 € X~ 1(T). We obtain an exact translation:

m=R\X|I)=2 A IC X HT). (7))

Of Strength & Weakness. Let us reflect on the previous cases; the immediate intuition is that X is
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stronger than —X, in the sense that whenever one sees X, one must write an additional clause — enforcing
rewritability — compared to —=X. This actually depends on the context, as the next example will show.

CASE 3: ALWAYS NEGATIVE. Let ¢ = [J-X. This means that neither the terms of II nor their successors
can be rewritten by X; in other words 73 = X (R*(II)) = @. The translation is almost the same as for =X
in 7. More formally,

m3 =X (R*(N)) = @ =m [R*(I)/1] . (ms)

CASE 4: ALWAYS POSITIVE. In general, under the semantics for 00, words of any length may satisfy O X.
Differently from the relationship between the translations of =X and (J—X, the correct translation is simply

m = [R\X](R*(IT)) = @ . (1)

Unlike Cases 1 and 2, X is not in any sense stronger than =X when behind a 0. This is an important point
which we shall need to keep track of during the translation; that necessary bookkeeping will be done by
means of the signatures introduced in Sec. 3.3[,7].

Conjunction, Disjunction & Negation. CASE 5: AND & OR. It is pretty clear that if 75 translates ¢
and 7} translates 1, then 75 A wf translates ¢ A 4. This holds thanks to the implicit universal quantifier, as we
have (R, Il E o AY) <= (R,II | ¢) A (R,II = ¢). Contrariwise, the same does not hold for the disjunction,
and we have no general solution(® to handle it. Given that one of the implications still holds, namely
(RIIEeVyY) < (R, E ¢)V (R, = ), a crude under-approximation can still be given if all else fails:

sV = RIIE@VY. ()

CASE 6: NEGATION. Although we have seen in Case 1 that a negative literal can easily be translated,
negation cannot be handled in all generality by our method. Note that, because of the universal quantification,
R,IIH ¢ # R,II = —y; thus the fact that mg translates ¢ does not a priori imply that —mg translates
—p. This is why we shall assume in practice that input formulse are provided in a sanitised form, where
negations only appear on literals. The presence of both weak and strong next operators facilitates this, as
—0™ p < o™=, Note that this is not exactly the same as requiring a Negative Normal Form (NNF).

Handling Material Implication. CASE 7: IMPLICATION. Inasmuch as ¢ = 1) is defined as - V ¢ (Cases
5 and 6), must material implication be forgone as well? An example involving an implication has been given
in the introduction (page 1), so it would seem that a translation can be provided in at least some cases. Let
us take the simple example X = eY. Assuming that any term w € II is rewritten into some v’ by a rule in X,
then «' must be rewritable by Y, and only by Y. The set of X-successors of IT being X (IT), those conditions
yield the translation

mr=X() CYH(T) A [R\Y](X(ID) =2 . (x7)

Note that the way in which implication has been handled here is very different from the approach taken
for the other binary operators: the antecedent of the implication was “assumed”, whilst the consequent was
translated as usual. In fact, recalling that 74 translates X, and thus 7§ = 74[Y/X] translates Y, we have
w7 = 7y [X (I1)/I0]. So, “assuming” the antecedent consisted simply in changing our set of reachable terms,
called the past from now on, hence the notation II. When considering Y = X, the antecedent lies in the future,

relatively to the consequent. Therefore, in order to deal with all cases, Section 3.3[,7] introduces the signatures.

3.2. Choosing a Suitable Fragment of LTL

As negation of complex formulea is problematic, we shall therefore work only with formule in a sanitised form,
such that negation appears only on literals, and implication remains allowed. For instance, (AV B) = C,
(A= C)AN (B = (), and (wAA-B)V C are three equivalent formulee, all sanitised. However, the first
and second forms will be favoured over the third (the NNF), because those forms fit into the translation
system presented hereafter. Furthermore, there are operators — such as () — for which it seems that no
exact translation can be provided, since rewrite propositions are not expressive enough; in particular, R*(II)

(€)  There are however special cases where disjunction can be translated exactly; see rules (\//\:)[pm] and (V2).
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hides all information regarding finite or infinite traces. Hence, none of the operators of the “Until” family
{0,U,W,R,...} can be translated exactly, As this paper focusses on exact translations, we shall work chiefly
within the following fragment of LTL, denoted by R-LTL:

p=X[-X]oAp|loVe|lo=p]| X €p(R)
oo™y | Oy meN.

3.3. Girdling the Future: Signatures

To deal with implication (cf. Sec. 3.1p,5), Case 7), our approach consists in building a model of ¢ — called
a signature of ¢, written £(p). This model will also be used to store sufficient information regarding the
context in order to determine whether the translation ought to be “strong” or “weak”.

The variety of signatures defined hereafter handles formulee ¢ within the fragment A-LTL (A for antecedent),
which is R-LTL without V or =-. This section defines signatures formally and presents a suitable map
&(+) : A-LTL — X, where X is the space of signatures, whose correctness proof is broken down in eight main
lemmata, and finally summarised by Thm. 15(,;3).

The informal idea behind our definition of signatures is to capture information regarding the possible
successive rewriting steps from the current language II. The empty signature encodes no information at all:
Starting from t € II, there may or may not be a rewriting transition ¢t — ¢’ and even if there is all that can
be said at this point is that r € R; moreover, no further information is available about ¢’ and its possible
successors. But as more information is gained from antecedents, constraints will be added to the signature.
The compatibility of a rewrite word with a signature gives them precise semantics; it will be made explicit
by the definition of constrained words below.

SIGNATURES. A signature o is an element of the space
2= [l w}) = o(R)] x o) .
neN

CORE, SUPPORT, DOMAIN, CARDINAL. Let o = (f,S); then the function f is called the core of o, denoted
by do, and S is called its support, written Vo. The domain of o is defined as dom o = dom f \ {w}, and its
cardinal is #0 = Card (dom o).

SPECIAL NOTATIONS, EMPTY SIGNATURE. A signature o = (f,S) will be written either compactly as
o=1f157, or in extenso as

L), f(2),.. f(#0) 5 f(w) | S
We denote by € = (3R | N§ the empty signature. Let k € Ny U {w}, then we write

A k if kK € domo
olk] = { ;Ew)) if k ; dom o

The notation o[k] is read “o at (position) k” and is referred to as the at operator.

CONSTRAINED WORDS. The set of maximal rewrite words which satisfy the constraints encoded by a
signature assigns precise semantics to the signatures we build. The mazimal rewrite words of R, originating
in 11 and constrained by o are defined by

(Mso) = {we (M) | #w € Vo A Yk € domw, w(k) € alk] } .

For the sake of conciseness, we write (IT § o)# theset {w € (IT50) | #w =m}, (I3 o[)? theset {w e ([Igo) | #w € S},
and (I150)%, the set {w € (I50) | #w <n}, for (<) € {<,>,<,>} and n e N.

Example: Let 0 = {X,Y ¢ Z | Naf; then its core is the function do = { 1 — X,2 — Yw — Z }, its

domain is dom o = [1, 2], its support is Vo = Ny, its cardinal is #0 = 2, and we have o[1] = X, 0[2] =Y,

o[3] = o[4] = -+ = o[w] = Z. Its constrained words are the maximal rewrite words of length at least 2, whose

first two letters are in X and Y, respectively, and whose other letters are all in Z. &
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Our objective in this section is in particular to define a map
&) ALTL — X

such that £(¢) is a model of ¢, in the sense that the maximal rewrite words constrained by £(y) are exactly those
which satisfy . In formal terms, we expect £(+) to satisfy the following property, for all TI C 7 and ¢ € A-LTL:

M58 ={we (| wkEe} . (3-1)

The map &(-) will have to be built inductively on the structure of its argument. Let us start by observing that
the empty signature carries no constraint at all, which bridges constrained words and maximal rewrite words:

Lemma 2 (No Constraints). It holds that (IL ¢ ) = (II).
Proof. For this first proof, all steps have been detailed. We have

() = (3 3R | NS) (@)
={we (M) | #we Ve A Vk € domw, w(k) € e[k] } (i)
={we ()| #weN A Vk € domw, w(k) € R} (iii)
={we(@| T A T}={we()} =), (iv)

where step (i) proceeds by definition of the empty signature, step (ii) by definition of constrained rewrite
words, step (iii) by definition of the “at operator” for signatures, and step (iv) rests on all lengths being in
N, and all rules in R. O

As an immediate consequence of the above, the empty signature is a model of T.

Lemma 3 (True). Taking £(T) £ ¢ satisfies (3.1).

Proof. (II5&(T)) = (Ms5e) = (M) ={we @) [ wE=T} . 0
Conversely, to handle 1, we need a signature that rejects every possible rewrite word; in that case there are
many possible, equally valid choices, the most straightforward of which is as follows:

Lemma 4 (False). Taking &( 1) = (3@ | &5 satisfies (3.1).

Proof. The result rests on x € @ being false for all . O

The next lemma claims that for positive literals the proposed translation was correct.
Lemma 5 (Positive Literal). Taking £(X) = { X 3§ R | N, § satisfies (3.1).
Proof. Straightforward by translating #w in terms of dom w. O

Negative literals are translated in roughly the same way as positive ones, the main difference being that the
length 0 is not excluded from their support.

Lemma 6 (Negative Literal). Taking £(—X) = {R \ X 3R | N§ satisfies (3.1).
Proof. Tt suffices to break up the Vk € dom w. O

Now that the base cases are all covered, we move on to the inductive cases, the first of which is conjunction.
Let us take the simplest possible example: X A'Y. We have by Lemma 5

EX)=1X3R|N:i§ and &) =(Y3R[NS,
but also, considering that X NY is a positive literal as well:

EXNY)={XNY3SRI|N;S.

It should be intuitively pretty clear that £(X NY’) encodes both the constraints of £(X) and £(Y). However,
the general idea that “conjunction” between signatures is translated by intersections stands on its own, as
the next lemmata will show.
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SIGNATURE PRODUCT. Let o and ¢’ be two signatures; then their product is another signature defined as
o®0c =g | Vo Vo', where

»a |[domdoUdomdo’ —> p(R)
9= k — olk]No'lk] -
Note that as a consequence, Vk € Ny, (0 ® o’)[k] = o[k] N o'[K].
Example: Let us take the two signatures ¢ = {X,Y §Z | No§ and p = {X'§Z’ | N3§; then c ® p =
(XNX'YNZ sZNZ" | Ns§.
Signature product is fairly well-behaved with respect to constrained words, and can be “broken down” and

replaced by the intersection of simpler constrained sets. The next lemma and its generalisation (3.3)[p11] show
this to be true of finite products, and this property will later be generalised to infinite products (Lem. 12p,11)).

Lemma 7 (Breaking Finite Products). For any signatures o, p € X, and any language II, we have (II§0 ® p) =
(T3 o) 0 (I3 ).
Proof. (150 ® p)) is, by definition, the set of w € (II)) such that
#w e VoNVp A Vk € domw, w(k) € olk] N p[k]
< #w € Vo A Vk € domw, w(k) € olk]
N #w e Vp A Vk e domw, w(k) € plk]

= we([Igo) A we (II5p)

= we([[Isa)N(IIsp) .
Thus (130 ® o) = (1) (15 0) 1 (13 4) = (3.0 0 (115 ). 0

Lemma 8 (Conjunction). Provided that the subformulae £(¢) and £(v) satisfy (3.1), taking &(p A1) =
£(p) ® £() satisfies (3.1).

Proof. Straightforward using the previous lemma. O

We shall generalise results on signature products to infinitary cases later on, to encode [J¢. Meanwhile, let
us turn our attention to the strong and weak next operators. Let us consider a formula ¢ whose signature
is given by

and propose plausible candidates for & (olgo) and & (olap). Although we still lack all the formal tools to prove
it, after numerous similar examples it is easy to derive that

p=WAX APV NPOZ.

The lengths of the words w = o'y can therefore be enumerated. By the semantics of o!, if #w = 0 or #w = 1,
then w is automatically a model of o'p. Suppose that #w > 2; then it must be the case that w? = ¢. In
particular, because of the strong next this means that #w? € Na, in other words #w? > 2; thus, since
#w? = #w — 1, we have #w > 3. So the set of acceptable lengths is [0,1] UN3 = N\ {2}. Now, as far as the
rewrite rules are concerned, the first rule, if it exists, can be anything; obviously the second one must live in
X, the third in Y, and all the subsequent rules must come from Z. So we have derived the following signature:

£(olp) =R W, X, Y3 Z | [0,1] UNs§.

It is clear that & (') will have the same core as (o), but a different support. Indeed in that case the length
0 and 1 are clearly not suitable, while the rest of the previous reasoning still holds. Thus we have immediately

5(.1@) = ZRaWXy)/;Z | NT)S .

The work done on this example is generalised in the next definitions, and this suffices to compute £(e'¢)
and £(o'¢) for all ¢, as shown in the next lemma.

ARITHMETIC OVERLOADING. We overload the operator + on the profile p(N) x N — p(N) such that, for
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any S € p(N) and n € N, we have
S+n={k+n|keS}.

RiIGHT SHIFTS. Let c € ¥, m e Nand Ry =R, ... , R, = R; then we define the weak m-right shift of o as
o>mE{RL,...,Rm,00(1),...,00(#0)500(w) | [0,m] U (Vo +m)S,

while the strong m-right shift of o is
o»mEIRL...,Rm,00(1),...,00(#0)500(w) | (Vo \ {0})+m§.

The only point in those definitions that was not readily apparent in the above example is the Vo \ {0}
appearing in the support of the right shift. The reason for its introduction is best understood in the context
of a formula ¢ whose signature admits zero in its support; when behind a strong next of level zero (), the
only change in the support of the signature is the removal of the zero. The proofs of Lem. 9, 10 and 13,9
make use of immediate equations: for all m € N and all k € Ny, if £ < m, (¢ » m)[k] = (¢ > m)[k] = R and
it k >m, (o » m)[k] = (o > m)[k] = ok —m].

Lemma 9 (Weak Next). Provided that the signature of the subformula &(y) satisfies (3.1), taking &(o™p) =
&(p) > m satisfies (3.1).

Proof. We write 0 = £(¢) and o, = &(¢) > m. Let w € (M), then w £ o™ iff
1+mé¢domw V w'™ ¢ <= #wc[0o,m] Vv wtEgp
= #w € [0,m] V (FwT e Vo A VE € domw' ™™, w'™(k) € a[k])
— H#we[0,m] V (Fw—-—meVo A Vke[l+m,#uw], wk) € alk—m])
— (#w e [0,m] V #w Vo +m) A (Vk € [1+m,#w], w(k) € onlk])
= #w € Vo, AN Vk edomw, w(k) € opnlk] <= we (Iso,).

Note that #w!™™ = #w — m only holds because we can safely assume, by the left member of the disjunction,
that #w € [0, m], or in other words, #w > m.

O

S

Lemma 10 (Strong Next). Provided that the signature of the subformula &(yp) satisfies (3.1), taking £(e™ )
&(p) » m satisfies (3.1).
A proof can be found in [6].

Now there only remains to deal with the last inductive case: the [J operator. To this end, we recall Lem. 1p,4:

Oy <~ /\omgo.

m=0

By using previous results and explanations, one has “for free”:

€09 2 Q [é) o m] - (3:2)

m=0

This is exactly the approach which we shall follow, but there remains work to do in order to assign a precise
meaning to (3.2), prove its correctness with respect to (3.1), and derive a closed form of (3.2) in terms of
&(¢), so that we may actually use it in an algorithm. In order to do so, we must first establish the legitimacy
of using a finite extended notation

m
A
®Jk201®01+1®"'®0m
k=1

with the usual properties, which is provided by Remark 11.

Remark 11 (Extended Product Notation). The set of signatures 3, equipped with the signature-product ®,
forms a commutative monoid whose neutral element is e.
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Proof. The associativity and commutativity of ® stem directly from those of U and N. The neutrality of
e = (R | N§ stems from that of N (= V&) for N within p(N), of R (= ¢[k],Vk) for N within p(R), and of
@ (its domain) for U. O

All our previous results involving product behave as one would expect them to under extended notations;
in particular, Lemma 7[,q; instantly generalises to

(]H;@ak[):ﬂ(] $ oK) Voi,...,0, €X, n€N, (3-3)
k=1 k=1
and it follows that Lemma 8,9 becomes
g(/\ gok> =Q)&ler)  Ver,....pn € ALTL, ne€N. (3.4)
k=1 k=1

INFINITE PrRODUCTS. This is still not enough, however, as (3.2) involves an infinite product, which is
customarily defined based on finite products as follows: the infinite product ;- o4 converges if and only
if the associated sequence of partial products (&) _; O’k)neNl converges, and in that case

oo n
A .
Ror 2 Jim @or
n—oo
k=l k=1

This definition rests upon the introduction of suitable notions of convergence and limit for sequences of
signatures, to which we must now attend. Let p = (0,)nen be an infinite sequence of signatures. It is said
to be convergent if

(1) the sequence (Vo,)nen converges towards a limit Voo,

(2) for all k € Ny, the sequence (o,[k])nen converges towards a limit o[k,

(3) the sequence of limits (0. [k])ken, itself converges towards a limit oo [00].

We call the sequence (0o [k])ken, the limit core. It is not directly in the form of a bona fide signature core.
However, its co-domain being o(R), which is finite, there exists a rank N > 0 such that for all & > N,

Oook] = 0so[00], and thus, taking the smallest such N, we define the limit of p, which we denote by lim p
or lim,_, 0y, Or even more simply by 0, as

lim o, = (0o[1] ;.- 000[N]§00c[00] | VOoo! -
n—oo

Note that the core of the limit is equivalent () to the limit core, in the intuitive sense that they define the
same constrained words. Otherwise p is divergent, and its limit is left undefined.

Exzample: Taking R; = R Vi, we have lim,,_,oo{R1,...Rp, X ¢ R | [1,n]§ = (5X | N1 § . It is easy to build
artificial sequences that fail (1), (2) or (3). O

Without further ado, we can bring this notion of convergence to bear and further generalise (3.3) to infinitary
cases. This result will be central to the proof of correctness.

Lemma 12 (Breaking Infinite Products). For any language 11 and any sequence (o, )nen of signatures such
that the infinite product ), , o, converges,

T3 on) = () (T50) -
n=0 n=0

() The meticulous reader will have noticed that, throughout this section, we have omitted to mention that signatures
are not unique, in the sense that for instance (X §R | N1 §, (X, R$R | N1§ and {X,R,R ¢ R | N1§ etcetera are all equally
valid choices for £(X). This slight ambiguity can easily be resolved by defining a notion of extensional equivalence between
signatures and working with representatives of the classes. We have chosen to eschew this discussion entirely in the main text,
as it is mostly a cosmetic consideration and would make the discussion more cumbersome. For future reference, extensional
equivalence can be defined as o0 = p <= Vo = Vp A Vk € Ny, o[k] = p|k], and has the following fundamental characterisation:
c=p < VIICT,VR, (II50) = (II3p).
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Proof. Let p,, = ®T:0 Opn, for m € N, and pso = lim,,, 00 prm. Let us compute the support of this limit

Voso = lim Vpy, = lim v(@ 0n> = lim_ ﬂ Vo, = ﬂ Vo, ,

n=0 n=0

and its limit core; let k € Ny in

poclk] = lim pyalk) = lim [(é}on)m} = tin_ () ouli] = () oulk]
n=0

n=0 n=0
So, a word w € (II§ pso) is a word of (II) such that
#HW € Vpso A Yk € domw, w(k) € poo[k]
— #w e,y Vo, A Vkedomw, wk) e N, _,onlk]
= Nl [#w € Vo, A VEk € domw, w(k) € o,[k]]
= Aowe(Iso,) <= we(),_,([[Ts0,). O

We have just established that provided that the infinite product is convergent, we can break it, which will
be as essential to the correctness proof as finite product breaking (Lem. 7) was to the proof of Lem. 8. There
remains to prove that the computation of £(00 ) always terminates and yields a useable signature.

Lemma 13 (Shift-Product Convergence). Let (0, )nen be any sequence of signatures, and (py,)nen its asso-
ciated sequence of partial products (@), oi)nen. Then (p,)nen satisfies convergence criteria (1) and (2).
Furthermore, if o is a given signature and o; = o ® i or 0; = o > i, for any i € N, then criterion (3) is
satisfied as well, and the infinite product ®Z°:0 oy converges.

A detailed proof can be found in [6].

We now have every tool we need to write down the computation of £(d ).

Lemma 14 (Always). Provided that the signature of the subformula &(p) satisfies (3.1), taking £(0¢) =
Qoo [£() > m] satisfies (3.1).
Proof. By application of Lem. 13, 12, 9,10] and 1(py). O

Example: Let us compute the signatures of two common [J-based formulse; although we could use the
closed form given in the proof of Lemma 13 directly, we shall show a few manual steps in order to better
see how the result is built:

EDX) = @n_o [€(X) > m] = @y [(X 3R | Ni§ > m]
= ®m o [{R1, - R, X R [0,m] U (Ny 4+ m)S]
[ZRl, oty R, X ¢ R | [0, m] UNHmS]
o [{R1, -, R, X § R | NS
—2X9X|N3523X\N3.
Note that the closed form by itself yields { X § X | N§, which could in this case be manually simplified into
the “prettier” {3X | N§. These two signatures are obviously equivalent in the sense discussed in the footnote

page 11, and we shall henceforth carry out similar simplifications as matter of course. As for the result itself,
it is what was expected, as words of any length can satisfy O .

€001 X) = @5 [6(e1X) & m] = @5, [(R.X 3R [ Tof o]
=@ [ZRl, oty R, R, X g R | [0, m] UN2+mS]
=(R35X [{0}U{+00}§.
There again, the result should come as no surprise: the empty word satisfies [J ' X vacuously, and as soon as

there is one transition, then there must be another, and another. .. hence a word satisfying [Je'X can only
be either empty or infinite. &
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§T) 2GRN =e fLEpoles
00 2 LR | K §(-X) 2 R\ X 3R | RS
(o) 2 E(p) > £(™p) £ &(p) > m
Elp A ) 2 £(p) B EW) §09) 2 Q [60) & m]
m=0

Fig. 2: Building Signatures on A-LTL

Figure 2 and Thm. 15 summarise the eight main lemmata of this section.

Theorem 15 (Signatures). For any 11 C T and any ¢ € A-LTL, and given the map &(-) : A-LTL — X
inductively defined in Fig. 2, it holds that

[Ts&(p)) ={we ()| wke}.

4. From Temporal Properties to Rewrite Propositions

The technical trek being now over, we come back to our overarching objective for the first problem, which
is to translate temporal properties into rewrite propositions, and prove the translation’s correctness. This
will be accomplished by means of translation rules that are used in a way similar to the rules of a classical
deduction system. Those rules are made up of translation blocks. We define the set 28 of translation blocks as

BE={ ({50 Ik ¢) |[ICT,0cen, pcLTL} ,
where each translation block actually encodes a statement according to the following semantics:

Mso k@) = Ywe (3o, whke. (4.1)
An exact translation rule is a statement of the form
(Ilso IF ¢)  Plo,p)

) ’ or (IIso Ik ¢)Plo,p) & m,
s

where the precondition P € ¥ x LTL — B is a predicate on signatures and formula ), and 7 is a mixed
rewrite proposition, generated by the following grammar:
Ti=q[YAY[YVY y=l=g | XCX[LCL|Y X € p(R)
=TI T | X(0) | X)) | X*(¢) TeB.

This is the grammar for rewrite propositions given in Sec. 2.3[,5), with the added production ~ := T, where
T is a translation block. An exact translation rule has the following semantics:

$<H$0 k) Ploy)

0
In one instance, we shall give an under-approzimated translation rule, written and defined in a similar manner
as exact rules:

4 (50 IF @)  Plo,p)

T
While over-approximated translation rules could obviously be defined as well, we have no use for them in the
context of this paper, and the focus is markedly on exact translations. In the following, the unqualified words
“translation”, “rule” etcetera will always refer to exact translations and rules. The modus operandi of the
(exact) translation of a formula © € R-LTL consists in starting with the initial translation block (ITse IF ),
and transforming it by successive application of valid exact translation rules until we have a pure rewrite

II1>

P(o,p) = ((Is0 Ik ¢) & 7).

1>

Po,p) = (r= (II50 IF ¢)) .

(9) that will be omitted entirely if it is a tautology — which is the case in most rules.
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proposition, that is to say until there are no translation blocks left at all. The resulting tree of rules, with
(ITge Ik ) at the root, will be called a derivation. By definition of the translation rules, this means that
the rewrite proposition on the leaves of the derivation is equivalent to the initial translation block, and by the
next theorem, that block is itself equivalent to the statement that the system R, given the initial language II,
satisfies the property . In other words, it is an exact translation in the sense given in our problem statement,
Sec. 2.3p5). Complete examples of derivations are given in Sec. 6.1[,25).

Theorem 16 ( Translation Satisfaction). (Ilse Ik ¢) <= R,II |= .
Proof. Recall that (I3 ¢) = (II) by Lemma 2(,g);
(ITse Ik @) <= Ywe (Is¢e), wEp <= Ywe (), wE=y
— R,IE=¢p. O

Without further ado, we can begin to state and prove a few of the simplest translation rules. All rules given
hereafter are theorems. We start with the simplest possible rule that can be given.

(so I+ T) « T (T)
Proof. We have by definition (ITso I+ T) & Vwe (Tso), wE=T < T. O

Although simple, this rule proves useful later on. Dealing with | is both more delicate and less useful, so
we leave it for the end.

(Mo F XAY) (Mo F XVY)

i<H;aw XnY) ("x) i<H;aw XUY) (V)

Proof. This is a simple application of the semantics of A and X:
Vwe (o), wEXAY

—Vwe ([so), w#A AN w(l)eX AN w(l)eY

—VYwe (s0), wEXNY.
Therefore by combining the empty and non-empty cases we obtain

Vwe ([[To), wE=EXAY < Ywe (Io), w=XNY.
Rule (Vx)p14) is proven in the exact same way. O

i <H;0'H_ 90/\"/)>
(Igo IF ) A (Ilgo IE )

(N)

Proof. Conjunction distributes straightforwardly over the universal quantifier. O

As pointed out in Sec. 3.1j,5), disjunction does not enjoy the same privileges, and all we can do in general
is state a crude under-approximated translation rule.

(ITs0 IF oV

T (IMgo IF )y V(Ilso IF )

(V1)

Please note however that (V4+) will not be used in this paper, it is given here for the sake of completeness.
Furthermore, there are some cases in which disjunction can be translated exactly; one such case appears
in rule (Vx), and two more useful cases will be introduced by the next few rules.

Recall that disjunction did not need to be handled in signatures at all (cf. Sec. 3.3(,7]), as this was best left
to a translation rule. Specifically, disjunction in antecedents is handled by the following rule:

1 (50 I [oVe]=1)
M50 IF p=¢) A (30 Ik ¢ = 9)

(VX)
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Proof. The result rests on the tautology ([pV ¢'] =) < (¢ = ¥) A (¢’ = ¢). The detailed steps are
omitted. 0

Note that neither (V7)) nor similar rules based on tautologies — (Vx), (V2 ) — are strictly necessary for the
translation. They are nevertheless well worth a mention because they point out both limits and common
modi operandi of the translation process. The next rule, called the rule of signature introduction, is essential
to any non-trivial derivation, and rests upon the definition of £(+) given in the previous section.

Mo Ik =) p € A-LTL
(50 ®&(p) I )

Proof. We use the main property (3.1)ps) of £(+) (cf. Theorem 15p,13)), as well as the (reverse) finite product-
breaking Lemma 7[5

Vw e (Us0), wiE(p=19) <= Ywe ([I30), (wEp) = (wEY)
= Vw e ([I30), we (I5&(p)) = w EY < Vwe ([I50) N (I5&(p)), w1
—VYwe (I3o@&(p)), wEY. O

The signature-introduction rule makes it possible to handle disjunction in some more cases, as the next rule
will show. Its proof rests on a tautology.

$<

(=x)

i<H;aw eVY)  TpeALTL: B < ¢ V)
(IIso I- &= 19) -

While rule (VZ.) is technically trivial, it has the merit of clearly showing the importance of the form in which
a temporal formula is given. The best form to use is any form that allows an exact translation —there may
be several.

We have now run out of translation rules that we can state and prove easily using only previously established
results and definitions. Let us see what weakness or strength of context mean as far as signatures are concerned,
by considering the least invasive operators that introduce a new context: the weak- and strong-next operators
of level zero, o® and e°. If ¢ is the signature of some formula ¢, then we have by definition of the weak and
strong right shifts and by Lem. 9p,10; and 10:

g(oogo) =100 |{0}UVe | and f(ooga) =100 | Vo \ {0} .

In other words, what the context really changes is whether or not 0 € Vo. We shall refer to a signature o as
weak if 0 € Vo, and strong if 0 ¢ Vo. This terminology is consistent with the operators of the above equations.
We shall now argue that the mode of translation should mirror the quality of the signature in the current
translation block. That is to say, given a block (II§o I (), the translation of ¢ should be strong if o is
weak, and weak if o is strong. Thus we shall transition from a strong translation mode (or “strong context”)
to a weak mode (or “weak context”) by “strengthening” the current translation block’s signature: if o is a
signature, then xo = (o | Vo \ {0} | is its strengthening. Let us apply this reasoning on the atomic cases of
our translation: the literals =X and X. Translating =X is exactly like translating R \ X in a weak context.

3o IF —X)
1<H;w F R\ X)

(=X)

Proof. The proof rests on the equality between the sets (II o)) and (II¢ U[)fo, which is justified by the
definition of (II § o). O

The case of the atom is actually more complicated, and we leave it for the very last. We now deal with the
translation of the weak next operator. The semantics suggests that, if the set of (1+m)-suffixes can be expressed
as a set of constrained maximal rewrite words (II' § /), then we shall simply need to ensure that those suffixes
satisfy ¢. The initial language IT' is immediately determined: (1 4+ m)-suffixes are obtained after m rewriting
steps from II, performed according to o. This is a very common pattern, and deserves a compact notation.

N

SIGNATURE ITERATION. Let II C 7 a language, and o € X a signature; then for n € N we let II7
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o[n] (o[n — 1] (---o[1] (IT) - --) ) be the n-iteration of the signature o. More formally, it is defined recursively
such that 119 = 1T and 117+ = o[n + 1] (II7).

With this notation, we have the initial language II' = II"". As for the signature ¢, it is intuitively obtained
by an operation which is dual to the right shifts: on each step the leftmost constraints of ¢ are “consumed”
into the language. Naturally, we call this operation the left shift.

ARITHMETIC OVERLOADING. We overload the operator — on the profile p(N) x N — (N) such that, for
any S € p(N) and n € N, we have

S—n={k-n|keS}NN.
SHIFT LEFT. Let 0 € ¥, m € N, then we define the m-left shift of o as
o <m={90(m+1),...,00(#0)300(w) | Vo —m§ .

Note that we have, in a fashion dual to right shifts, the property that for allm € Nand all k € Ny, (6 < m)[k] =
ok + m]. However, this time there is no need to define weak and strong versions; instead, the strengthening star
will be used whenever needed. One could nevertheless write the strong left shift as o €4 m = (o <t m), as in [5].

Example: Let 0 =X, Y sZ |Ny§;thenoc 41=0<11=]Y$Z|N§. &
Our earlier intuition about (1 + m)-suffixes can now be formalised into the next lemma; recall that by
definition of suffixes, w#WH!l = w#W+2 = #w+3 = ... = \. It is therefore necessary to exclude too-short

words, otherwise the empty word would have to appear in (II”* $ ¢ <t m) not only when a term of II”* cannot
be rewritten, but also if any term of some II7?, n < m, could not be rewritten.

Lemma 17 (Shifting Suffixes). Let o be a signature and Il C T a language; then (IIT' 30 < m|) = {wm“
we (o) }

>m

A detailed proof can be found in [6].

As announced, the translation rule is a forthright corollary of this lemmas:

(ITgo I o™yp)
(g s x(0 <tm) I )

! (™)

Dealing with the strong next operator is not much more difficult, thanks to: w = ¢™p <= #w>m A w
o"p. The only novelty here is the condition #w > m, which will be translated by excluding smaller lengths.

Lemma 18. Let o be a signature and I1 C T a language; then for any m € N, it holds that ([13o)% = @
iff me Vo = O™ CR(T).

A detailed proof can be found in [6]. Then, by Lemma 18,4], we have:

Corollary 19 (Length Rejection). Let S € p(N), o € ¥ and I C T; it holds that (]H;o[)? = @ iff
/\nLGSﬂVJ H;n g R_l (T) iff (UmGSﬂVa van) g R_l (T)

Given those results, the following translation can be proven:
(ITgo I e™p)

(Mgo Ik omp) A AN TIECR™(T)
ke[0,m]NVo

(™)

The penultimate rules concern the [J operator; the approach is quite similar to that of Sec. 3.3. We start
by writing

g0 I- D¢>@<H;a A o%><:> N\ @30 I o™y)

m=0 m=0
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and, after application of rule (o™), we have
(IIso IF Ogp) < /\ (s x(oc<m) - @),
m=0

but this falls short of a usable translation, at least in its current, infinite form. The usual intuition to overcome
this kind of infiniteness is to hope for some kind of fixed point to be reached. Unfortunately, this is not the
case here, since there is no reason in general to expect some h such that 11" = II?*1. On the other hand,
it seems reasonable that the signature may stabilise at some point, that is to say we might find some h such
that x(o < h) = x(o < (h + 1)), or more simply, A’ such that 0 <h' =0 < (B + 1).

STABILITY. A signature o € 3 is called left-stable, or simply stable, if it satisfies the following three, equivalent
conditions:
(1) o<1=o,
(2) VneN, c<an=o,
(3) #0=0 A Vo € {@,{+00},N,N}.
By definition of the left shift, it is immediate that (0 <n) <1 =0 < (n+ 1), and the first equivalence
(1) & (2) follows. The implication (3) = (1) is also a simple application of the definition. To obtain the
converse (1) = (3), notice that if #0 > 0 then #0 < 1 = #0—1 # #0, but if #0 = 0 then #0 < 1 = #0 = 0.
Similarly, we need to have

Vo—-1=Vo < ¥YneN, neVo-1snecVo

— VneN, n+leVoesneVo.

Since 0o + 1 = oo, we can have either co € Vo or co ¢ Vo; furthermore, if 0 € Vo then Vo NN = N, and
if 0 ¢ Vo then Vo NN = &. All in all, there are only the four possibilities listed in (3).

A stable signature allows for an easy translation of [J ¢, which can be stated as the rule (). This rule, once
proven, will serve as a lemma for the proof of the more general ((05), which subsumes it in the translation
system.

(ITgo IF Owp) o is stable

* O
{ (olw]"(I) s %0 I+ ) @)
A small intermediary remark is required for a complete proof:

Remark 20 (Constrained Union). Let 0 € £, I € N, and for each i € I, II; € 7. Then {J,c,(Il;50) =

(]UiGI IL; § o).
Proof. From the definition we immediately have (J;o;(II;) = (U,c; IL). Likewise, by definition (I3 o)) =
{we () | P(w,o)}, where P(w, o) is some predicate depending only on w and . We have J;;(IL; 3 o'[)

Uier {w € () | P(w,0)} = {w € U, (L) | P(w,0)} = {w € (Uper I | Plw,0)} = (Upes 1T EDJI
Proof of rule (O.). Assume that o is stable.
(Igo F Oyp)
& Noneo (15 s %(0 <m) 1F ) & A (MM g0 - o)
sVm e N, Vw € (17 sxo)); w = ¢ s vVw e U _o([[I7 sx0); w = ¢
eVw e (U _ 7 sx0); w = ¢ S Vw e (U _gow]™ (1) s*o); w =
SV € (ofw]” (1) §xo); w = ¢ & (ow] ) sx0 Ik @) . O

In the next paragraphs, we explore how to get a stable signature from an unstable one, and how to employ
that to effect the translation of (0 in the general case.

HicH POINT. The high point of a signature o € 3, denoted by fio, is is defined according to either of the
following equivalent statements:
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(1) ho =min{h € N| o < h is stable },
(2) ho =min{h € Ny, | Vo ONj, or Vo NN, = @ }.

The equivalence between those two definitions stems from the third characterisation of stability, because
the stability of 0 < ho entails #(0 < ho) = 0, which implies ho > #o0, and V(o < ho) = Vo — ho €
{@,{+0},N,N}, hence Vo O N, or Vo N Nj, = &. Note that since o << 0 = o, the high point gives a
fourth characterisation of stability — which is the most convenient one in practice — as o is stable if and only
if ~ic = 0. There remains, however, that not all signatures have a high point; consider the counterexamples
o1=03X|{2k|keN }S or oo = (5X | P§, where PP is the set of prime numbers. We take the convention
that in those cases ic = 400, and say that a signature o is stabilisable if ho € N. Tt is fortunate that, while
all signatures of 3 may not be stabilisable, in practice this is the case for all the signatures we shall need
to deal with, as the next lemma will show.

Lemma 21 (Stability of &(-)). The signature of any formula ¢ € A-LTL is stabilisable; in other words,
R(p) €N, Vo € A-LTL.
A detailed proof can be found in [6].

With this in place, the solution to a general translation of (J¢ is suggested by the second statement of
Lem. 1[,4;. The conjunction of weak-next operators needs only be unwound up to a certain, arbitrary rank,
and there always exists a rank beyond which the signature stabilises, i.e., beyond which translation is no
longer a problem. Hence we have the following complete rule, which supersedes the less general rule (7« )p17):

(Mso IF Op) hoe€N

ho—1
<H;a I+ /\ o <p>/\<o' "(I17) s % (o < hio) IF )

k=0

!

(On)

Proof. A corollary of Lem. 1(,4)’s second statement and of rules (O ) p17], (A)p1a)s (T)p14) @and (o) p1g). O

Note that rule (T) is used when ko = 0, in which case the conjunction /\Zigl oFp is simply T. Unlike T, L
is never introduced by the rules themselves, since we never have to deal with potentially empty disjunctions.
Also, termination can be enforced through other means (the atom @, for instance). Nevertheless, for the
sake of completeness, we give a sketch of what the translation rule would be like. In the following, the map
€71() : ¥ — A-LTL acts as an inverse (up to equivalence) for our signature-builder £(-). More specifically,
it satisfies the conditions £(£71(0)) =0 and w = {71 (€(p)) & w = .

(Igo I+ L)
L
Mise F ey )
Proof. This rests on the first-order tautology V,, (P(z) = 1) < V,, ~P(x). O

It should be noted that ¢~1(o) does not necessarily yield a translatable formula, so using (L) brings no
advantage compared to preprocessing. Thus it remains best to remove _Ls before the translation.

The very last case of this section is that of the atom X, the trickiest to translate. Let us recall two previous
results in the case 0 = e:

(ITge F = X) < (IIg*e IF R\ X) (= X)p1sp, 0 =¢
(Ilge F " X)e XIO) =92 1, Sec. 3. 1,5 -

The substitution of R \ X for X in the right-hand sides of the above equivalences immediately yields the
following translation of the atom X in the case when o = *e:

(Mgxe - X) < [R\X]I) =2 . (X*)

Bearing in mind the first two cases of Sec. 3.1, 5] it is mo. As seen then, an additional condition was needed

to ensure existence of the transition: II C R~!(7). With the additional notions and notations introduced
since then, we can couch that by:

(Mge I+ X)

i<H;*g FX) AICR (7)) (Xe)
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A concrete way of interpreting the above rule is to say that it exchanges the presence of 0 in the support
of the signature for a statement rejecting the existence of 0-length maximal rewrite words. As for the “weak”
part of the translation, [R\ X](II) = &, it excludes all words of length 1 or more that do not start with a
rule of X. While this partition of lengths may appear artificial in this case, it becomes more clearly marked
in the next example. Let us consider the formula

p=XNelY N&?’Z — A.

The intuition under its translation is to generate the assertion that any maximal rewrite word which satisfies
the antecedent, but does not satisfy the consequent, cannot exist. What would such a word look like? Starting
with the initial language II, it is obtained by successive applications of X, Y, and Z, followed by arbitrary
many other applications of any rule in R. Furthermore, its first rule is not in A. In other words, any word
built on Z (Y ([X \ A4](IT))) would satisfy those criteria. Thus we have the following translation:

r=Z(Y (X\A() =2

Notice that this excludes only the words of length 3 or more which are built according to the succession
X\ A,Y, Z. 1t is perfectly possible to have, for instance a maximal word w = p of length 1, with p € X \ 4
and to € II & t;. While it may violate the consequent, w does not actually satisfy the antecedent: be-
cause of the strong next of level 2 o2, a length of at least 3 is required for that —in terms of support, we
have N3. Supposing now that we had to deal with ¢’ = X A @'Y A 0?Z = A, then the translation would
ber” = Z (Y ([X \ AJIT))) = @ AY ([X \ 4](IT)) € R(T). At this point, the general method has become
clear: if, assuming —A for the first move, a length is in the support, and the words so built could be extended
into something that violates the antecedent, then reject it by enforcing rewritability. However, if no possible
extension of the words could violate the antecedent, then assert emptiness of its target language. Recalling
the discussion of stability made earlier, that is certainly the case if the signature stabilises onto €. In order
to write in a compact way the assumption that the first transition is not by A, we overload the set difference
operator \ on the profile ¥ x p(R) — X such that, for any 0 € ¥ and X C R, we have

o\ X £0®¢(-X) ={0o[1]\ X,0[2],0[3],...,0[min (#0,1)] § o (w) | Vo § .
We can now write the translation rule in the case where stabilisation is done on e:
(Mo I X) (c\X)<h(oc\X)=¢
! Ao\ X)—1

h(o\ X _
Hcf\)}):@ AN IEx SRTU(T)
keVo, k=0

Note that rules (X*) and (X.) are in fact special cases of the above. The proof of this formula will be done
with the help of the following small lemma:

Lemma 22. Let o € ¥ and h € N such that o < h =¢; then (II30)%, = @ iff Il = .
Proof. Tt suffices to characterise that property in terms of h-suffixes:
(M50)%, =2 {wh“ ‘ w € (]Hga[)ﬁh} =o.

Therefore, by Lem. 17,14, we obtain (I O’Dﬁh =0 & (Ilso<dh) =0 (Ihse) =0« (I!) =0 <

g

n =o. O

Proof of rule (Xp). By application of Lem. 7,9 one has:

Vwe (Iso), wEX < Ywe (o), wE X
= Vw e (T50), w¢ (I3£(=X)) = (T30)N(I5{(-X)) =2
= io@é(~X) =2 << (Iic\X)=92.

It then becomes possible to reason on the length of the words; most of the work is done by invoking Lem. 22,
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and Cor. 19,16);
(M30\X) =@ < VkeN, (I30\X)f =
= (II 9a\X[) moxy =92 A (I 9U\XD<ha\X) 1]

h(o\X) _ k=h(oc\X)— k —

=IN =2 A Nevo k=0 HU\ CR(T) . O
Cases when the signature does not stabilise onto e — which correspond to o(w) & R — require an approximated
approach to the same extent as a translation of ¢ does, and thus exceeds the scope of the present paper.
Complete examples of derivations using the rules of this section are given in Sec. 6.1[,25).

5. Generating a Positive Approximation Procedure

We now have the tools to translate the original verification problem into an equivalent rewrite proposition, for a
large gamut of temporal properties. The difference between the original undecidable problem statement in terms
of a system and a temporal property, and its reformulation as a rewrite proposition, is that the latter is much
more amenable to being transformed into a positive approximation procedure. The reader will have noticed
that, in the previous section, the focus rested entirely on the temporal property ¢, while decidability and repre-
sentation of the languages involved by automata were ignored. In this section, we focus solely on those aspects.

5.1. A Simple Functional Algorithm

Our objective here is to translate a rewrite proposition 7 into a decision or positive approximation procedure §
— we call this operation “procedure generation”. For the sake of clarity, we attribute a truth value to §, which is
computable and conflated to the result of its execution, that is to say, such that ¢ is true if the execution of the
procedure generates a positive answer, and false if it does not answer. With this convention, we have § = m; this
fits into our overall objective. Since 7 is at worst an under-approximated translation, we have in any case 71 —
R, 11 |= ¢; thus a positive answer of § is enough to conclude that the system satisfies the expected property.
More precisely, what will really be generated is not merely a single procedure d, but a set of different theorems
of the form “under such assumptions on the rewrite system, ¢ decides (resp. positively approximates) 7

The grammar of positive approximation procedures is quite similar to that of rewrite propositions in Sec. 2.3s).
Their semantics, although linked, are very different.

§:=ylvnylyvy =a=0|aCa X ep(R) .
=17 | X(a)| X '(a) | X*(a) | hor

In the context of a positive approximation procedure, the notation IT | 7 | X (¢) | X ~1(¢) stands for an
arbitrary tree automaton that accepts this same language. Two kinds of automata are considered in this
paper: vanilla tree automata (TA) and tree automata with global equality constraints (TA), but the method
can certainly be extended to involve other varieties. Consequently, in the context of positive approximation
procedures the cases £ = & | £ C ¢ designate either decision or positive approximation procedures for emptiness
and inclusion (respectively) of the automata involved. Note that this overloading of notation does not introduce
any ambiguity, so long as the context is kept clear. This brings us to the cases X*(a) | for, which are unique to
positive approximation procedures ™). The crux of the undecidability of 7 is the potential presence of X*(¢);
however there are well-known methods [10, 8] which, given a regular language ¢, compute a TA recognising
a regular over-approximation (that is to say, a regular superset) of X*(¢), which is what we denote by
X*(«). As for jo, which we call the “constraint relaxation of «”, it is simply the TA obtained by removing
all the equality constraints from the TA= a. It is immediate that £(ha) D L(«), thus we have a regular
over-approximation again —but a very crude one, this time. Relaxations will be avoided inasmuch as possible.

There are implicit sanity rules which must be respected in order for the generated ¢ to be a valid positive
approximation procedure. For instance, fjor C 8 positively approximates L(«) C £(5), but a C §8 does not.

(M) Note the different stars: * in £ versus * in cv.
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Granted, that would be a silly way of positively approximating inclusion; it is merely an example to illustrate
that one has to be careful to use over-approximations only where it does not break the positive approximation.
Note that, as it depends in part upon the kinds of automata involved, it is best to deal with it separately,
rather than attempting to incorporate those rules in the grammar of ¢.

The question central to the positive approximation phase is the nature of an automaton « built to accept
a language ¢: could it simply be a TA? must it be a TA=? must it be something even more expressive? We
can require of the user that the input IT be a regular tree language, and there is no question that 7 is regular
in any case. It is also known that X (7)) is accepted by a TA= [4, Prp. 5], as well as X (£), provided that
¢ is regular [4, Prp. 7]. Furthermore, properties of the rewrite systems can favourably influence the expressive
power required: for instance, if X is left-linear, then X ~(7) is only a regular language. Moreover, there is
a wide variety of properties of a rewrite system X under which X*(¢) is actually regular, provided that ¢
itself is regular, see for instance [10]. Thus we can gain the following insights:

(1) The expressive power required to encode a language ¢ depends on a set of assumptions on the inductive
sub-parts of £. Each assumption belongs to one of three possible categories:

a. the expressive power of a sub-language ¢ (regular, TA=, or beyond),
b. linearity or other regularity-preserving properties of a TRS X,
c. presence of an over-approximation.

(2) Procedure generation needs to build that set of assumptions inductively.

(3) Actually, in theory different combinations of assumptions may be chosen, which lead to potentially different
procedures.

To illustrate this, let us consider £ = X (Y (IT)). The sub-language II is regular by hypothesis; Y (IT) requires
a TA= (in general), thus ¢ cannot be expressed with a TA=. There are two possible paths: we can either
make an assumption, or introduce an approximation. For instance, if we assume that Y preserves regularity
through one-step rewriting (e.g. if it is linear), then Y (II) is regular, and it follows that £ is accepted by
a TA=. Contrariwise, if we make no such assumption, we can still proceed by computing o™ = X (1Y (IT)),
which is also a TA=, but then we have £ (a™) 2 ¢, and we need to keep in mind (i.e. add to our assumptions)
that we are using an over-approximation. When considering the procedure generation in an abstract way,
both those paths must be considered. Generally, the path which minimises the use of approximations and
positive approximations will be considered the most desirable.

We shall deal with the question of expressive power and the related problem of detecting approximations by
means of a simple inference system, referred to as “kind inference”, working recursively on an automaton o
built by generation from a rewrite language ¢. Let & = { TA, TA= } be the set of all “kinds” of tree automata
considered in this paper. Now let 3 = { left-lin, reg-pres, reg-pres* } be the set of possible properties of a rewrite
system, where left-lin stands for left-linear (regularity-preserving for backwards-rewriting of 7), reg-pres is
a place-holder for any property or conjunction of properties that entail preservation of regularity through
one-step forward rewriting (i.e. linear, etc), and reg-pres* is a similar place-holder for preservation of regularity
wrt. reachability (i.e. ground, right-linear & monadic, left-linear & semi-monadic, decreasing, etc [8]) (), Then
we let 2 be the set of all possible assumptions, defined as

A={a:k|kecRW{X:p| XcpR),pePlw{a:+ w{y:+},

where « is any automaton-expression and 7y any test as defined by the grammar at the beginning of the
section. The four disjoint sets in this definition correspond to the four kinds of assumptions listed earlier. In
the case of a test v, 7 : + means that it is a positive approximation instead of an exact test. A kind-inference
rule is either simple or a chain of simple rules; a simple rule is of the form

r-A where T, A € p(2A)

and the meaning that, whenever all the assumptions within I' hold, then so do all those within A. Regarding
notations, the sets’ braces will be omitted when writing the rules, and the comma is taken to mean set union:

(9) The practical implementation detects the specific properties that ensures this, which we abstract in this paper. Note that
this aspect will keep improving as new regularity-preserving classes of TRS are discovered and implemented.
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e.g. “T',)TV,a” means “I'UT” U {a}”. A chain-rule is a <-separated sequence of simple rules,
F1FA1<]F2|_A2<]...<]Fn|_An,

such that I'; C T";11. A chain-rule behaves as one of the simple rules in the chain. Given the assumptions I,
the rule that applies is I'y, F Ay, such that I'y, C T, and either k = n or I'y41 € I'. Chain-rules are useful in
the common cases where making some more assumptions (on the left, e.g. about a rewrite system) prevents
us from having to make some other assumptions (e.g. that such language is over-approximated). Given a
set of rules S (simple and chains), and a set of assumptions I', one-step deduction is written T' ' A, and
holds iff there is in S either a simple rule IV = A’ such that IV CT' and A C A’, or a chain-rule whose active
simple rule, given I', satisfies the same properties. A deduction, written I'g F* A, can be seen as extending
this by reflexivity and transitivity, and is defined as follows:

ToF*A iff ACTo Vv 30y,...,T,: T, DA A Vke[ln], Uy TiF T .
Let us now state the axioms of the kind-inference system. We start by the most immediate ones:
FIL: TA FT:TA.

The first rule is a practical hypothesis. The second is trivially true. A third basic rule one might want to
state is o : TAF « : TA=, which would reflect the fact that TA are technically degenerate cases of TA= where
the set of constraints is empty. However, this rule is not included in the system, as the assumption « : TA
is taken to mean that « recognises a tree language that is known to be regular, while o : TA= means that
« accepts a TA=-language that may be regular.

With this in mind, we move on to forward rewriting, for which there are two main cases in a chain-rule:
either the rewrite system preserves regularity, or it does not, in which case we use a TA= [4, Prp. 7]. Forward
rewriting cannot a priori be done on a TA=-language while staying within the allowed kinds of tree automata
(TA and TAT), therefore there is no rule in that case;

a:TAF X(a) : TAT < a:TA, X :regpresk X () : TA.

Backwards rewriting is similarly captured by a two-rules chain, hinging on left linearity [4, Prp. 5]:
FXTHT) : TAT < X :left-lin- X~ H(T) : TA.

Note that the more general case X ~1(¢) is not handled, because the derivations of Sec. 4p13) are such that

no translation rule can yield rewrite propositions that require it. Our first approximated case is constraint
relaxation, with two independent rules:

a: TAF o : TA a: TAT Fha: TAja : + .
By the first rule, relaxing the constraints of a TA gives a TA —the same as before. This rule could be omitted
without damage. The second rule simply states that relaxing the constraints of a TAT results in a TA, and
introduces an over-approximation, in general ). Note that the two rules are not in competition, as a : TA

and « : TA= are contradictory assumptions. The other approximated case is reachability over-approximation,
captured by a two-rules chain.

a:TAF X (o) : TA X (o) : + < a:TA X :reg-pres" = X*(a) : TA.

In the general case (first rule), the use of some over-approximation algorithm is required; however in the best
case (second rule), it can safely be assumed that no approximation has taken place: £ (X™*(«)) = X*(¥).

Lastly, we must not forget to encode the fact that over-approximation propagates through forward rewriting,
and contaminates tests:

a:+FX(a):+,(a=2):+,(aCP) : +,
which in turn contaminate the entire procedure, confining it to positive approximation:

Yi+EEAVY) i (Y AY) i+

(9) One might construct special instances of TA= where relaxation does not introduce any approximation, for instance if the
constraints involve states that are unreachable.
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Even without any prior approximation, an inclusion test must be a positive approximation procedure if its
right-hand side is a TA=, and cannot be a TA; in that case the usual method (o N 5 = &) cannot apply,
since TA= cannot be complemented [9].

B:TATFH(aCpB):+.

This system is not complete (and no implementation of it can be), but the rules above are quite sufficient for
our immediate purposes. Indeed, we can now proceed to write the procedure generation itself. As mentioned
before, the generation is to be done inductively on the structure of the input rewrite proposition. More
precisely, given a rewrite proposition m, we want to obtain the set of all possible couples A, d, such that
A C 2 and ¢ is the best positive approximation procedure under the assumptions A. By “the best” we mean
“minimising the use of approximations and positive approximations”. Such a couple A, can be regarded as
the theorem “If A, then ¢ positively approximates 7.”. We use a recursive relation given as a set of rules.
Here is what a procedure-generation rule looks like in the most general case:

Fs[gl>—>A1,($1;£2>—>A2,52;...]$ 3’/T:§A;5

Let us start by the parts that are not optional: I' C 2 is a set of assumptions, in practice only pertaining
to properties of the rewrite system, i.e. excluding kind and over-approximation assumptions; 7 is the rewrite
proposition (resp. sub-part of a rewrite proposition, such as a language ¢ or a comparison ) being converted;
d is the corresponding procedure (resp. sub-part of a procedure, such as an automaton « or simple comparison
v), and A is the set of assumptions under which § is constructed. The optional parameter P is a predicate
which must be satisfied in order for the rule to apply; it is mostly used for kind inference statements. The
optional list of patterns of the form “¢, ~— Ay, d,” between brackets serves to name possible recursive calls;
the ¢, are supposed to be direct sub-components of 7, and Ay, §; corresponds to any one possible result of
the procedure generation for ¢;, under the assumptions I'. The simplest rules need neither of those options:

s =Tell LsT=T5T.

In both cases, the language on the left simply becomes the automaton on the right, and no assumption is
required or introduced. The case of backwards rewriting is also quite simple, though it requires two rules:

IsX Y(7T)= s X YT s X YT) =T, X : left-ling X H(T) .

In the first rule, no extra assumption is introduced, which means that the resulting automaton will need to be
a TA= in general. In the second rule, the introduction of the assumption X : left-lin means that it will only be
a TA. Depending on which rule is chosen, the subsequent derivation will yield different procedures (the first
choice may lead to constraints relaxations that are unneeded in the second, for instance), different assumptions,
and thus different theorems. This is a very common pattern; in fact, that situation occurs at every point of
the generation where the presence or absence of some properties of the rewrite system changes the required
kind of the automaton. To avoid writing all the different possible rules manually, we “factor” them by putting
such properties between angle-brackets: (p1, ..., p,). A rule where this syntax appears is short for the 2™ rules
obtained by choosing all possible subsets of those properties. Thus the last two rules can be written simply as:

T X YT) =T, (X : left-lin) s X 1(T) .

Forward rewriting needs to be more general than the backwards case, thus the next rules are recursive:
Cs[l— Aa)gAF a:TA sX(0) =T,A, (X : reg-pres) s X(«)
Cs[l— Ao AF a: TATs X () =T, A, (X : reg-pres) ¢ X (ha) .

The first rule means that, given the assumptions I', and further assuming that the language ¢, under the same
assumptions I', can be converted into the automaton «, with the resulting assumptions A, and also assuming
that « can be a simple TA, the language X (¢) can be represented by the automaton X («), under the union of
our starting assumptions I', and the assumptions A made during the generation of «. Furthermore, whether
or not X is regularity-preserving influences the kind of automaton obtained, and thus leads to different
branches. Note that explicitly returning the union I' U A, as was done here, is not strictly necessary, since
we take care that no rule ever removes any assumptions — they can only be added, — and thus A D I'.

The second rule deals with the case where the automaton « can only be a TAT; in that case, we need to
make an over-approximation by relaxing the constraints of « before forward rewriting. Then again, different
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branches must be explored depending on whether X is regularity-preserving. We have the same kind of
pattern for reachability:

sl — Aja]sAF a: TA $X*(0) = T,A, (X : reg-pres*) § X* ()
Tsl— Aja]s A a: TAT s X*(0) = T, A, (X : reg-pres™) ¢ X*(ha) .

Depending on whether X is regularity-preserving for reachability, X*(«) (resp. X*(ho)) will be exact or
over-approximated (resp. over- and twice-over—approximated). We are now done with the construction of
automata, and move on to the generation of tests =, starting with inclusion.

Cs[l— Aozl — A Ao 450 ClU=T,A)A 5aCa .

Recall that if @’ : TAT, then (o C ') : + will be deduced by the other rules regarding approximations. The
only other kind of simple test is emptiness testing:

Tsl—Aa]sAF a: TAVAF a: TATs =g =T, Aja=0.

This is the immediate case: an automaton « accepting ¢ is built, and regardless of whether o has constraints
or not, an emptiness test is run on it; the algorithmic complexity changes (EXPTIME vs linear time), but
this is a decision procedure in both cases. There is another case, where it is possible to test emptiness of
a language without being able to build the corresponding automaton [4, Prp. 6], given by the next rule.

Tsl—Aa]sAF a: TA s X)) =g =T, AsX(a) =0 .

In that case X («) cannot be built, since it is not even known whether it is at all recognisable by a TA=. One
possibility, covered by previous rules, is to actually test X (fa) = &, which introduces an approximation; but in
that case it is a terrible idea, as X (¢) = @ iff {(NR~! (T) = @, which is decidable thanks to TA= being closed
by intersection. The above rule reflects that fact, and “X («) = &,” where « is a TAT, is taken to abstract the
above test. Note that no approximation will be deduced for X («); in fact, the previous rules simply have nothing
to say about X («), since it is not an automaton of any allowed kind, but merely a notation that only takes
meaning in the context of an emptiness test. Again, this could be reflected explicitly in the grammar, at the cost
of introducing new symbols. Lastly, let us emphasise that both paths (exact intersection-emptiness test and
constraint relaxation) will be explored by the system, and yield two different theorems. It is easy to discriminate
between the two, as only the assumptions generated by the second theorem will enable the deduction of
(X(a) = @) : +, and not the first. In a practical implementation, the best option is always chosen if this
special rule is applied with a higher priority than the more general forward-rewriting rules. Before concluding,
let us not forget the rules for conjunctions and disjunctions of tests, which are trivial given our convention
regarding the truth value of a positive approximation procedure, mentioned at the beginning of this section:

Dgly— A 09— A8 Tsy Ay =T, A A 56 A6
Cs[y— A5y — AL syvy =T,AA 55V .

6. Examples & Discussion of Applicability

The question of whether the proposed verification chain is applicable in the real world rests on two separate
issues. The first, and most important, is whether the fragment of LTL which can be handled is actually
sufficiently large to describe relevant properties of systems. The second is whether the quality of the resulting
positive approximation procedures is likely to be acceptable. To address the first issue, we take a look at the
kinds of temporal patterns which can be translated, and attempt to quantify how useful they might be, based
on the comprehensive study done on a large number of specifications in [27]. The second issue is dependant
on both the depth of the temporal formula that needs to be checked, and the properties of the rewrite system
under consideration. Thus we look at some existing TRS models in the literature, specifically a model for
the Java Virtual Machine and Java bytecode in [2], a model for the Needham—Schroeder protocol in [1], and
a model for CCS specifications without renaming in [20]. As a prelude to these discussions, we give three
examples of derivations, using the temporal patterns of [4].
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6.1. Examples: Three Derivations

The three temporal properties below, while simple, are varied enough to test every main translation rule .
The first pattern, (J(X = 'Y’), has already been illustrated in the introduction; its translation into a rewrite
proposition is obtained through a straight-forward, five-step derivation:

(3¢ - O(X = o'Y)) (0-)
$$<R*(H);*5 F X =elY) (=x)
i <’R*(H) : ZX 'R \ NLS I+ 01Y> (™)
(R*(I) 3{X s R | N § |- oY) (o)
P R e ()
[RA\Y](X(R*(II))) = @

The result can then be optimised into [R\ Y] (X(R*(I))) = @ A X(R*(I)) C Y1 (T), which is the
expected final translation.

A X(R*(I)) € R-1(T) .

For the procedure generation, as there are quite a lot of choices, the resulting tree structure is hard to
represent on paper. Instead, we will effect the generation “from the inside out”, unwinding the recursivity
and keeping track of the branching possibilities manually. Let us deal with [R \ Y] (X (R*(II))) = & first;
we build the automaton accepting the language, step by step, and without making any a priori assumptions:
I' = @. Our first step is the initial language: the only possibility is & § II = & § II. The second step is R*(II),
which is handled by the rule for reachability:

gl — o, s I1: TAsR*(II) = (R : reg-pres*) s R*(II) .

Then either X is regularity-preserving for reachability or it is not. Third step: X (R*(II)), using the rule for
forward-rewriting. Let us explore the first branch, where (R : reg-pres*) = &:

3 [R*(IT) — &, R*(I)] s @ F* R*(TT) : TA ¢ X(R*(I1))
= (X : reg-pres) § X (R*(II)) .
Now, the second branch, where (R : reg-pres*) = {R : reg-pres*}, which we write A:
g [R*(II) — A, R*(ID] s A F* R*(IT) : TA s X (R*(IT))
= A, (X : reg-pres) s X (R*(II)) .

In both cases, this creates a new branch, depending on whether X is regularity-preserving for one step
rewriting, which one could summarise as

(R : reg-pres*, X : reg-pres) , X (R*(II)) .
On to the fourth step; this time, there are two possible rules that may apply. One could go on and compute the
automaton for [R \ Y] (X (R*(II))), applying the forward-rewriting rule again; however, this is not possible in
all branches. To simplify, let us state that R : reg-pres™ is moot at this point. On the other hand, X : reg-pres
influences the kind of automaton generated for X (R*(II)), thus we really just need to discriminate between A €
(R : reg-pres*) and A € {X : reg-pres}U(R : reg-pres*) — writing A the assumptions accumulated in the current
branch. In the first case(s), we have A F* X (R*(II)) : TAT, which requires the use of a constraint relaxation:
@5 [X(R*(I) — A, X(R*(I))] s A F* X (R*(II)) : TAT3
[RAY(X(R*(I))) = @, A, (R\Y : reg-pres) § [R \ Y] (1X (R*(IT))) .
In the second case(s), we have A F* X (R*(II)) : TA, which obviates the need for such:
25 [X(R*(I)) — A, X(R*(I))] s A =" X(R*(I)) : TA3
[RAY](X(R*(II))) = @, A, (R\Y : reg-pres) 5 [R \ Y] (X(R*(IL))) .
Overall, this creates a third binary branching at this step; but there is more. There is another possibility:
one could use the special rule for testing emptiness without actually attempting to compute the automaton.

(k) The unused rules consist of the tautology-based simplifications, such as (V) p14]> (V2)p15), (Ax)p14), (Vx), etcetera.
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While this could in principle be done in every case, the rule only applies if A F* X(R*(II)) : TA= and we
have thus, for A € (R : reg-pres*):

23 [X(RY(ID) — A, X(R*(IT)] A = X(R*(ITD)) : TATS
RAY(X(R*(I)) = & = A5 [RA\Y](X(R'(I))) = & .

Let us count the cases: three binary branching account for 23 = 8 cases. Furthermore, in two cases of the second
level, a different operation is permitted, which introduces no further branching, and concludes the generation
—as far as [R\ Y] (X(R*(IT))) = @ is concerned. Therefore there are in total 8 + 2 = 10 cases, of which 2
are concluded. Now, considering the first 8 cases, there remains to generate the emptiness test, with A being
the set of assumptions generated so far, and writing ¢ = [R \ Y] (X (R*(II))) and o = [R\ Y] (X (R*(II))),
we have in all cases

sl — Ao A a: TAVAH a: TAT{ =0 = Asa=0

Because of A F* a: TAV A F* o : TA=, the rule applies in all cases, and thus introduces no further branching
nor any new assumptions, preserving the final count of 10 cases. Discarding the paths that are strictly worse
than others, there remain only two relevant possibilities: (R : reg-pres*). Indeed, the following steps can be
done without introducing any new approximations, for all X and Y. Thus what we have generated so far
is a decision procedure if R : reg-pres®, and merely a positive approximation procedure otherwise. Note that
this analysis of the cases can easily be automated: for each generated set of assumptions A, complete A
by kind inference into A’ = AU {a | AF*a}; only the cases where A’ is minimal wrt. inclusion have to
be considered. Let us move on to the second part of the rewrite proposition: X (R*(IT)) C Y1 (7). The
automaton accepting X (R*(II)) is built exactly as before —again, there are four cases. Y ~! (T) is built in
one step, and introduces a binary branching:

F3Y HT) = @, (Y : left-lin) s Y H(T) .
Let us recall the rule for inclusion:
Cs[l— Aozl — A SA' a4+ C0 =T,A)A 5aCd

Fortunately, (Y : left-lin) /* Y =1(T) : 4, so the rule applies, preserving the two cases. If A’ = {Y" : left-lin},
then A’ F* Y ~1(T) : TA, and the inclusion test is a positive approximation, as shown by kind inference; if
A’ =@, then A’ * Y ~1(T) : TA=, and it is a decision. Overall, we have a decision procedure if Y : left-lin
and R : reg-pres*, and a positive approximation procedure otherwise. Formally, a total of 12 cases (theorems)
have been generated, though most are redundant. As the procedure generation is easy to understand, for
the remaining examples we shall focus on the translation into rewrite propositions.

Our second pattern, =Y A [(e'Y = X), states that rules of Y may only appear after rules of X —it
features a typical case of an implication whose antecedent is in the future wrt. its consequent, and showcases
the generality of rule (Xp),19). A four-steps derivation suffices:

(Mge IF =Y A D(olY:>X)> (A)
t (MTse I =Y) (X (Ise IF O(e'Y = X)) (O.)
! (Mgxe IF R\Y) (X ) A (R*(I) 3¢ I+ o'Y = X) (=

)
(R*(ID (R, Y 3R | No§ IF X) (Xp)
Y ([R\X](R*(I))) = @ .

S !

!

Procedure generation for the rewrite proposition, Y(II) = & A Y ([R\ X] (R*(II))) = @, is strictly simpler
than for the previous pattern. In this case, the property is decided if R : reg-pres*™, and positively approximated
otherwise.

The third property pattern, (J(X = o! [J—Y), states that any use of a rule in X precludes the subsequent
use of any rule in Y, for the remaining execution. Applying the translation rules as usual, we obtain the
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following derivation —where ¢ = X (R*(II)):

1 (e Ik O(X = otO-Y))

i<R*(H);*g - X =olg-Y) (

i<7€*(H)32XSR\N13 F o'O-Y) (
i(ﬁ;*e F O-Y)

i (Lyxe I O=Y)  (o™)

—~

O4)
=)
")
On)
A i<72(€);5 IF O-Y) O.)

(G F V)X RFRO)) 3% IF —¥)  (-X)
(R¥(R(£)) s *e IF R\Y) (X])

4

[e]

|~

RUTA I T R :
YV (X(R*(I))) = @ Y (R*(R(X(R*(I))))) = @ .
This, while correct, is not the best possible translation. Indeed, both statements overlap: overall they have the

form Y (¢) = @ and Y(R™"(¢)) = @, which would gain to be combined into Y (R*(¢)) = @. This inefficiency
can be corrected by noticing that, since A = O, for all formula ¢, it holds that

(ITgo IF Op) < (IIsxo - Oy) .

Using this remark, the following nicer translation is obtained immediately; starting again at the fourth step,
we apply the “un-starred” version of ([J.) instead of the overly general (O05):

1 (X(R*(IT)) s xe IF O=Y) (Ox)
1 (R*(X(R*(IT))) s *¢ Ik =Y) (=X)
1 (R*(X(R*(I)) s *¢ IF R\ Y) (XZ)
Y (R*(X(R*(II)))) =2 .
The resulting translation can be optimised into Y ([R \ Y]*(X([R \ X]*(I)))) = @, though an easily automa-
tisable process — cf. [6] for a more detailed discussion of this. Ultimately, this property can be decided under
the assumptions R : reg-pres* (or, more precisely, R \ X : reg-pres* and R \ 'Y : reg-pres*), and X : reg-pres;
it is positively approximated otherwise.

6.2. Discussion of Applicability

The applicability of the method is dependent on which temporal formule are translatable into rewrite
propositions, and on the properties of the rewrite system.

6.2.1. Exactly Translatable Fragment

In this discussion, we shall not consider under-approximated translations at all, leaving all approximations
to the procedure. The fragment of LTL which can be translated exactly contains the formulse generated by
the following ¢:

p=T|LIX|[~X]|pAp|=p|eMp|cMp |0y XepR), meN
pi=T L X | =X [YVy Ay ]emy|o™y[OemT

This fragment is obtained from the translations rules, and the necessity that the signature of a formula O ¢
appearing in an antecedent be stabilisable to ¢, so as to satisfy rule (X7 )(p19]. The form [Je™T is obtained
by application of the closed form of £([(J¢) obtainable from the proof of Lem. 13,;2). The next section shows
what we can do with this fragment.

6.2.2. Coverage of Temporal Specification Patterns

A survey was conducted in [27] on a large number (555) of specifications, from many different sources and
application domains. They were classified according to which pattern and scope [as in 28] each specification
was an occurrence of. In this section we examine briefly which of those pattern/scope combinations are
amenable to checking using our method — often assuming that the pattern atoms P, @) etcetera correspond to
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Scope
Pattern Global  Before After Between Until Support <
Absence 41 5 12 18 9 48%
Universality 110 1 5 2 1 96%
Existence 12 1 4 8 1 0%
Bound Existence 0 0 0 1 0 0%
Response 241 1 3 0 0 99%
Precedence 25 0 1 0 0 96%
Resp. Chain 8 0 0 0 0 0%
Prec. Chain 1 0 0 0 0 0%
Support < 95% 0% 32% 0% 0% 83%

Table 1. Partially supported classes of patterns from survey [27]

simple formulee — and tally the percentages of real-world cases (per the survey) each such combination accounts
for. Thus we obtain an upper-bound on the number of cases that fall in the exactly translatable fragment.

Absence patterns are supported for global scopes (O—P) and after scopes ((0(Q = O-P)) —the second
derivation of the previous section was an example of that. In both cases, P should follow the grammar
P:=X|-X|PAP]|PVP, so that it always boils down to an atom P C R after application of rules
(Ax)p14), (Vx) and (=X)15). Note that the latter rule can be applied without caution because, in both
cases, P is under the scope of a [J operator, which, as we have seen in the previous section, renders moot the
introduction of a star performed by rule (—X). As for @, it should be an A-LTL formula. The other scopes
(Before, Between, and Until) involve heavy uses of ¢ and U, and thus cannot be translated exactly —in fact
we cannot handle those scopes for any pattern.

Universality is very similar to Absence, and is handled for global scopes (OJ P) and after scopes (O(Q = O P)).
Again, @ should be A-LTL, but this time — thanks to the absence of negations — there is no particular
restriction on P.

Response is partially supported; global scopes are of the form O(P = ¢ S) and after scopes of the form
0@ = 0O(P = ¢ 5)). Although both use a ¢ operator, this is not strictly needed in some practical cases. For
instance, the first formula of the previous section was a response pattern, but instead of stating that there
would eventually be a response, it was more specific and used a next operator to assert that the response would
take place on the next step. Thus the following response patterns are supported: ((P = o*S), O(P = *9),
0(Q = O(P = oF9)) and O(Q = O(P = «*9)), for P,Q € A-LTL, and without any specific restriction on S.

Similarly, Precedence is partially supported for global scopes: (O —P) V (=P US) is not directly translatable,
but whenever the exact number of steps is known, a pattern of the form [J(e*P = S) suffices. Again,
P € A-LTL, and S has no special restriction.

The remaining patterns (Ewxistence, Bounded FExistence, Response Chain and Precedence Chain) are not
translatable, and using explicit numbers of steps in those cases would likely be less useful in those cases than
it can be for Response and Precedence

Table 1 is a summary of the results of the survey in [27], that shows to which pattern/scope combination each
of the 555 specifications belongs. The combinations which are handled to some extent by an exact translation
into rewrite propositions have their numbers shown in bold face. For each pattern, the last cell of the line
gives the proportion of cases belonging to a supported (or partially supported) scope. For each scope, the last
cell of the column gives the proportion of cases belonging to a supported (or partially supported) pattern. The
cell at the bottom-right gives the proportion of cases which belong to a supported (or partially supported)
pattern/scope combination, out of all cases which corresponded to a recognisable pattern/scope (511).

It should be kept in mind that the numbers in boldface constitute upper bounds. For instance, it is unknown
how many of the global response patterns were formulated — or could have been reformulated — in terms
of exact steps, and that is the single largest category. Another way to interpret the table would be as saying
that 17% of patterns are clearly not translatable a priori. Nevertheless, the table shows that the patterns
and scopes that the method does target are actually the ones which are most likely to matter in practice.
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6.2.3. Properties of TRS Encodings

Even if the temporal property under consideration admits of an exact translation into rewrite proposition, there
is no guarantee that the corresponding positive approximation procedure will be fine-grained enough to be of
any use. How fine or coarse it is depends upon two factors: the depth of the temporal formula, and the properties
of the TRS. There are three main constructions which introduce approximations: R*(¢), I, and £ C ¢, where ¢/
is not regular. The first kind is almost always present and is well-handled by the existing litterature; the second
is avoided by right-linearity and the third by left-linearity. Let us look at some possible application domains:

Java Virtual Machine and Java bytecode semantics are modeled using a TRS in [2], and the translation
is implemented for automatic generation from Java bytecode in [19]. All rules are left-linear by construction,
and in practice, about 93% of the rules generated by Copster () are also right-linear. Thus we can expect
approximations of the second kind (a single non-right-linear rule suffices), but not of the third.

In [1], the encoding of the Needham—Schroeder protocol is neither right nor left-linear. It is possible to
restore linearity properties by abstracting some parts of the TRS — like agents and nonces, as done in the
paper — but whether it is better to approximate the TRS to avoid procedure approximations or vice-versa
is best determined empirically on a case-by-case basis.

A TRS encoding of CCS specifications without renaming is given in [20]. The rules of the natural encoding
are right-linear, but not left-linear. The authors then restore left-linearity in a larger — but finite — TRS.
Thus only the first kind of approximation may appear when using the final TRS.

7. Conclusions & Perspectives

The systematic generation of positive approximation procedures to determine whether a given term-rewriting
system satisfies a specific linear temporal logic property is addressed in two steps: first, an equivalent rewrite
proposition is generated; second, a positive approximation procedure is derived from the rewrite proposition.
The first step is achieved through a set of translation rules relying on the notion of signatures, or models of
the sub-formulae appearing as antecedents of the general LTL formula. The second step is served by procedure
generation rules, whose main aim is to juggle with the expressive power required to encode the tree languages
involved, and to manage approximations. A survey of the existing literature indicates that the method
targets widely used patterns of (safety) properties, and that linearity properties which alleviate coarseness
in the positive approximation procedure are naturally met by existing TRS models in some problem domains
(e.g. bytecode, CCS semantics).

Future works should focus on extending the translatable fragment, in particular concerning operators of the “un-
til” family —though the methods we are currently considering require a more expressive variety of rewrite propo-
sitions, possibly involving altered versions of tree automata completion algorithms storing some trace history.

Given the current fragment, however, several more direct extensions are conceivable, as the first translation
step is agnostic regarding the details of the rewriting method — thus, provided we have suitable algorithms
to calculate the successor image and the set of reachable terms, we can use those in place of the classical
ones. For instance, recent works [29] provide a completion algorithm for the innermost rewriting strategy,
very suitable for the verification of call-by-value functional programs; with some additional work to get a
similar algorithm for one-step image, the second step could yield procedures for innermost rewriting instead
of classical rewriting. The same would be true of any other similar rewriting strategy. A related perspective is
the integration of equational theories. There already exist versions of tree automata completion parametrised
by equations [30], but in those works the equations are used to ensure the precision of the approximation,
not to perform reachability analysis modulo rewriting — though it probably can be adapted to such a task,
in which case the resulting algorithms could, again, be used in place of the classical ones in the second step.
Those perspectives are important for the eventual integration of the verification method in systems such
as Maude [21], Tom [31], ete, which mix rewriting with equations and strategies, and therefrom in more
specialised rewrite-based verification frameworks such as K, for instance via K-Maude [32].

® Figure on the FactoList2.java example.
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